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A B S T R A C T   

The double spike (DS) technique is the gold standard by which high-precision and high-accuracy mass-dependent 
isotope fractionations are quantified, and has played a critical role in the recent development of numerous non- 
traditional stable isotope systems. The democratization of the technique is in great part due to the availability of 
the so-called ‘DS toolbox’, a software suite that allows for the straightforward identification of optimal DS 
compositions. As new applications for DS measurements arise, some additional considerations must be taken into 
account in deciding on an optimal double spike. In particular, sample-limited investigations of combined mass- 
dependent and independent isotope effects (e.g., in Early Solar System materials) present an additional challenge 
in determining optimal spikes. 

Here, we describe the cosmo software package, which specifically addresses this upcoming need in cosmo
chemistry/isotope geochemistry to optimize DS measurements for small samples with mass-independent 
anomalies (e.g., nucleosynthetic anomalies, radiogenic ingrowth). These measurements are subject to addi
tional errors from a complementary unspiked measurement, which is necessary to properly quantify mass- 
dependent isotope effects during the DS inversion. The software package addresses this additional complica
tion by offering users the ability to (i) specify additional parameters relevant to practical sample-limited analyses 
(e.g., instrumental transmission efficiency, number of cycles of analyses), (ii) optimize how a sample is split 
between unspiked and spiked measurements, and (iii) identify the internal normalization scheme that leads to 
the lowest uncertainty on the mass-dependent fractionation factor, α, and/or the isotope anomalies, ε. These 
additional functionalities were designed to operate within the DS toolbox framework and expands its applicability 
to a wider array of samples (i.e., extraterrestrial samples) and measurement scenarios to push the limits of new 
and improved instrumentation.   

1. Introduction 

The past few decades have seen dramatic improvements in the pre
cision and accuracy of isotopic measurements. This is in large part due to 
developments in mass spectrometry (e.g., MC-ICPMS; Ireland, 2013), 
which have sparked a rise in the application of non-traditional stable 
isotopes in geochemistry, geochronology, petrology, oceanography, and 
even fields outside of the Earth sciences such as metallomics. The other 
key factor has been the wide expansion of the double spike (DS) tech
nique (Dodson, 1963; Dodson, 1969; Dodson, 1970) to a rapidly 
growing number of isotope systems. Indeed, with improvements in 
computing capabilities enabling easier and faster solving of non-linear 
systems of equation, the DS method has developed into the gold stan
dard for high-precision and high-accuracy isotopic analyses. At this 

writing, 22 of the 43 non-traditional isotopes systems routinely employ a 
DS during analysis - i.e., Mg (Bizzarro et al., 2011; Coath et al., 2017; Hin 
et al., 2017), Ca (Russell et al., 1978; Heuser et al., 2002; Liu et al., 
2020), Ti (Niederer et al., 1985; Millet and Dauphas, 2014; Davis et al., 
2018; Williams et al., 2021), Cr (Schoenberg et al., 2008; Bonnand et al., 
2011; Zhang et al., 2019; Wu et al., 2020), Fe (Dideriksen et al., 2006; 
Lacan et al., 2010; Millet et al., 2012; Conway et al., 2013), Ni (Cameron 
et al., 2009; Gall et al., 2012; Gueguen et al., 2013; Wu et al., 2019), Zn 
(Arnold et al., 2010; Conway et al., 2013; Samanta et al., 2016; Amet 
and Fitoussi, 2020), Ge (Green et al., 1986; Siebert et al., 2006; Guil
lermic et al., 2017), Se (Johnson and Bullen, 2004; Kurzawa et al., 2017; 
Pogge Von Strandmann et al., 2014; Pons et al., 2020; Tan et al., 2020), 
Sr (Krabbenhöft et al., 2009; Neymark et al., 2014; Charlier et al., 2017), 
Zr (Inglis et al., 2018; Feng et al., 2020; Tompkins et al., 2020), Mo 
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(Siebert et al., 2001; Burkhardt et al., 2014; Mayer and Wieser, 2014), 
Ru (Hopp et al., 2016), Cd (Ripperger and Rehkämper, 2007; Schmitt 
et al., 2009; Conway et al., 2013), Sn (Rosman and McNaughton, 1987; 
Creech et al., 2017; Wang et al., 2017), Te (Fehr et al., 2018; Fukami 
et al., 2018), Ba (Eugster et al., 1969; von Allmen et al., 2010; Horner 
et al., 2015; Cao et al., 2016; van Zuilen et al., 2016; Hsieh and Hen
derson, 2017), W (Abraham et al., 2015; Krabbe et al., 2017; Kurzweil 
et al., 2018), Os (Markey et al., 2003; Nanne et al., 2017), Hg (Mead and 

Johnson, 2010; Esteban-Fernández et al., 2012), Nd (Wakaki and 
Tanaka, 2012; McCoy-West et al., 2020), and U (Chen and Wasserburg, 
1980; Weyer et al., 2008; Richter et al., 2008; Tissot and Dauphas, 
2015). 

In the DS technique, a tracer synthetically enriched in two isotopes 
(Fig. 1) is added to the analyte to correct for mass-dependent fraction
ation during sample processing and measurement. In recent years, the 
DS technique has seen improvements through the development of 
computational tools that allow users to optimize the composition and 
amount of DS used (Double Spike Toolbox, Rudge et al., 2009; herein
after, “DS toolbox”), as well as streamline data processing (i.e., IsoSpike; 
Creech and Paul, 2015). In particular, the DS toolbox, which allows users 
to determine the theoretical uncertainties associated with different DS 
combinations, has played a crucial role in (i) enabling the wider com
munity to identify optimal DS for applications across all fields of isotope 
geochemistry, and (ii) the development of non-traditional isotope sys
tems where pushing for the highest precision achievable with modern 
instrumentation is necessary. 

At the same time, the DS toolbox has key limitations in that: (i) the 
optimization is performed with a single cycle/integration for all sources 
of uncertainty (i.e., the spiked and standard measurement), and is 
therefore not representative of a true measurement scenario where the 
user is free to split the sample unevenly between the spiked and 
unspiked measurements, and (ii) it does not factor in the additional 
uncertainties from the internal-normalization of unspiked measurements, 
which are used in lieu of the standard composition for samples with 
mass-independent isotope effects. 

Here, we present the cosmo software suite, which addresses these 
limitations by offering the user the ability to (i) setup a realistic mea
surement scenario for the optimization by introducing additional input 
parameters (i.e., total sample amount, number of cycles, individual 
transmission efficiencies for spiked vs. unspiked measurements), (ii) 
introduce splitting of the sample between unspiked and spiked mea
surements as a free parameter during the optimization, and (iii) identify 
the internal normalization scheme that would lead to the lowest un
certainty on the parameters of interest (i.e., the natural fractionation 
factor, α, or a particular isotope ratio). These additional functionalities 
were designed to seamlessly integrate within the original DS toolbox, and 
aim to expand its applicability to a wider array of samples and mea
surement scenarios. 

Below, we begin by reviewing the fundamentals of the DS method 
(Sections 2 and 3). In Section 4, the additional considerations specific to 
DS measurements of samples with mass-independent isotope anomalies 
are discussed in detail. Finally, Sections 5 and 6 outline the new func
tionalities included in the COSMO software package, and give an 
example of how one can use these functionalities to decide on an optimal 
DS. The software package and additional information/documentation 
on these features are available at github.com/rcmarq/cosmo, including 
a jupyter notebook demonstrating how to use these functions (demo. 
ipynb). 

2. Background 

While mass spectrometers enable high-precision analyses of the 
elemental and/or isotopic composition of trace elements in natural 
samples, truly accurate quantification can only be achieved using 
isotope dilution (Heumann, 1992). In isotope dilution, a spike isotope of 
the element of interest is added to the sample and used as an internal 
standard to correct for fractionation induced during the various stages of 
sample processing (i.e., chemical purification, measurement on the mass 
spectrometer). The spike isotope is typically a stable isotope of minor 
natural abundance (Fig. 1), such that the spike and sample contribution 
can be clearly resolved in the measurement and data inversion. The 
number of spike isotopes added to a sample depends on the application, 
with single spikes typically used for high-precision concentration work, 
and double spikes (and at times, triple spikes; Galer, 1999; Millet and 

Fig. 1. Relative abundances for barium stable isotopes in a terrestrial sample/ 
standard (dark grey), and a DS made from 50 % 130Ba spike and 50 % 137Ba 
spike from Oak Ridge National Lab (light grey). 

Fig. 2. Schematic of the DS technique. Variables considered/optimized in the 
original DS Toolbox are in blue, while the variables considered in cosmo (for 
samples with mass-independent effects - e.g., nucleosynthetic anomalies, 
radiogenic ingrowth) are enclosed in the grey box. Variables are as follows - N: 
standard, n: sample, and the * symbol denotes an internally-normalized 
composition (see Section 4.2), M: spike-sample mixture - corresponding 
lowercase variable denotes fractionated ratios, T: single spike (‘tracer’), S: 
splitting, denotes fraction of sample going to DS measurement, p: molar pro
portion of the spike in spike-sample mixture from the DS. Quantities measured 
directly on an instrument are highlighted with an orange outline. 
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Dauphas, 2014) used for isotopic analyses. 
Here, we focus on the DS technique and its usage in high-precision 

measurements of mass-dependent effects in non-traditional stable iso
topes. This method relies on the accurate determination of the isotope 
ratios in the spike through careful calibration, which then allows the 
user to correct for fractionation from sample processing and instru
mental mass bias. Below, we review the key formalism and assumptions 
of this technique. 

The first assumption with the DS technique is that the measured 
isotopic composition of the sample is related to its true composition via 
the exponential mass law (also known as the exponential fractionation law, 
or simply exponential law; Russell et al., 1978): 

Rb/a
meas = Rb/a

true

(
mb

ma

)β

(1)  

where Rb/a
meas and Rb/a

true denote the measured (meas) and true ratios of 
isotopes b and a, and β is the isotopic fractionation factor associated with 
sample processing (i.e., digestion, chromatographic separation) and/or 
mass spectrometric analysis. In the case of a spiked sample (i.e., a 
mixture of spike and sample), we can then write the measured ratio as: 

Rb/a
meas =

[
f ⋅Rb/a

sp + (1 − f )⋅Rb/a
smp

](mb

ma

)β

(2)  

where the subscript sp and smp refer to spike and sample, respectively, 
and f is the proportion of the normalizing (i.e., denominator) isotope a 
from the spike in the spike-sample mixture, i.e.,: 

f =
na

sp

na
sp + na

smp
(3)  

Note that f is different but related to the variable p (Fig. 2), which is the 
molar proportion of the element of interest from the spike in the spike- 
sample mixture (see Table A.1 for the full list of the nomenclature used 
in this paper), and can be calculated as: 

p =
nsp

nsp + nsmp
=

(

1 +
1 − f

f
⋅

(
1 +

∑
Ri/a

smp

1 +
∑

Ri/a
sp

))− 1

(4) 

The composition of natural samples, Ri/a
smp, which is the key unknown 

variable, is also assumed to be related to that of a terrestrial standard 
through the exponential law as in Eq. (1), with a natural fractionation 
factor, α: 

Rb/a
smp = Rb/a

std

(
mb

ma

)α

(5)  

Combining Eqs. 2 and 5, Rb/a
meas can then be re-written as: 

Rb/a
meas =

[

f ⋅Rb/a
sp + (1 − f )⋅Rb/a

std

(
mb

ma

)α ](mb

ma

)β

(6) 

In this equation, there are three unknowns: the contribution of the 
spike to the spike-sample mixture (f), the natural fractionation factor 
(α), and the instrumental fractionation factor (β). The spike (Rb/a

sp ) and 

standard (Rb/a
std ) compositions are often considered as known values, 

emphasizing (i) the importance of careful calibration of the DS in 
achieving accurate results, and (ii) the need for isotopic standard cer
tification, to ensure the absence of isotope anomalies in the standards. 
To solve for the three unknowns, two additional equations are needed, 
which are obtained by considering ratios involving two additional iso
topes. As such, the DS technique is only applicable to elements that have 
four or more stable isotopes, with a notable exception being the three- 
isotope DS scheme developed by Coath et al. (2017) used mainly for 
Mg isotopes (Hin et al., 2017). 

For systems with exactly 4 stable isotopes, the DS inversion provides 

an exact solution, in the form of a triplet (f ,α,β). For isotope systems with 
more than four stable isotopes, the system would be over-constrained (4 
equations, or more, with only 3 unknowns) and users must also consider 
the isotopes to use for the DS inversion (Section 3.3). Indeed, the exact 
solutions for f ,α,and β can vary slightly as a function of the four isotopes 
used for inversion. These variations can be due to (i) the sample having 
been subjected to processes that are not described perfectly by the 
exponential law, (ii) the presence of isotope anomalies in the sample 
and/or standard (see Section 4), or (iii) analytical artifacts during 
isotope analyses (e.g., interferences, matrix effects). For these systems, a 
least-square minimization approach can be used (e.g., Zr, Ibañez-Mejia 
and Tissot, 2019; Tompkins et al., 2020; Klaver et al., 2021), which has 
the added benefit of providing a way to check for mass-independent 
effects relative to the normalizing standard (Méheut et al., 2021). 

Despite the limitations from these assumptions, the DS technique still 
offers key advantages over other techniques such as sample-standard 
bracketing in that it can account for fractionation during chemical pu
rification (assuming that the spike is added prior to processing) and is 
useful on instruments such as thermal ionization mass spectrometers 
(TIMS) where sample-standard bracketing is not applicable. Corrections 
using sample-standard bracketing also implicitly assume that the stan
dard and sample are fractionated in the same way in the instrument 
(Albarède and Beard, 2004), which may not be the case due to differ
ences in solution matrices and instrumental fluctuations. 

3. Optimizing a double spike 

3.1. COSMO – objectives and applications 

An optimal DS must fulfill a set of criteria that ultimately depend on 
the intended application and the type of materials to be analyzed. For 
example, radiogenic isotope measurements are often concerned with the 
uncertainty on one specific isotope ratio (e.g., 87Sr/86Sr; Veizer, 1989, 
187Os/188Os; Peucker-Ehrenbrink and Ravizza, 2000). In contrast, stable 
isotope measurements aim to achieve the best possible accuracy and 
precision on the natural fractionation factor, α. 

The cosmo software package is aimed at minimizing the uncertainty 
in α for samples with large mass-independent isotope anomalies. Such a 
tool addresses an upcoming need in fields such as cosmochemistry/ 
meteoritics, where mass-dependent fractionation, indicative of physico- 
chemical processing, is becoming more and more relevant in under
standing the history recorded in sample-limited extraterrestrial mate
rials (Burkhardt et al., 2014; Davis et al., 2018; Charlier et al., 2021). A 
specific source of additional uncertainty for these samples is that asso
ciated with the separate unspiked measurement used in lieu of the 
standard composition for the DS inversion (see Eq. (6)). The unspiked 
measurement is necessary because, in the presence of isotopic anoma
lies, the assumption of the sample composition being related to the 
terrestrial standard via the exponential law (Eq. (5)) introduces sys
tematic offsets in the calculated α (e.g., Hu and Dauphas, 2017). The 
cosmo software package incorporates parameters related to this mea
surement scenario, and ultimately performs calculations/optimizations 
that minimize the uncertainty on α from the DS inversion. 

3.2. Sources of uncertainty for DS measurements 

The theoretical limit of achievable precision for an isotope ratio 
measurement is given by the quadratic sum of the counting statistics and 
Johnson noise uncertainties. Because the DS technique uses the measured 
ratios of the spike isotopes to correct the instrumental mass bias, the 
errors on theses ratios propagate into the uncertainties in α. In choosing 
an optimal DS, a key criterion is therefore whether a given double-spike 
minimizes this additional uncertainty term. 

The counting statistics uncertainty (commonly referred to as ‘shot 
noise’), relates to the uncertainty from counting discrete events such as 
ions hitting a Faraday cup (Abraham et al., 2004). The internal error (σn) 
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and relative uncertainty (RSDn) associated with n counts is the standard 
deviation of a Poisson distribution such that: 

σn =
̅̅̅
n

√
(7)  

RSDn =
σn

n
=

1̅
̅̅
n

√ (8)  

Improved precision (lower RSD) is achieved with a higher number of 
counts (i.e., a larger amount of sample). The relative uncertainty for the 
ratio (R) of two isotopes (a and b) can thus be written via linear error 
propagation as: 

RSDR =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
σ2

na

n2
a
+

σ2
nb

n2
b

√

=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
na

+
1
nb

√

(9)  

Assuming that a is the major isotope (i.e., na≫nb), the relative uncer
tainty of the isotope ratio R will be limited by the counts of the low 
abundance isotope b. In general, the additional uncertainty introduced 
by the spike can be minimized by spiking two isotopes with low natural 
abundances and performing the DS inversion with two of the naturally 
more abundant isotopes. In addition to the choice of spike isotopes, the 

overall additional uncertainty is also determined by the relative pro
portions of the two spike isotopes in the DS (φ) and the amount of spike 
added to the sample (p), respectively (Fig. 2). 

The second major source of uncertainty in isotope measurements is 
the Johnson-Nyquist noise (also known as ‘thermal noise’, or simply 
Johnson noise), which is the electronic baseline associated with the 
impedance of the amplifier/detector. This uncertainty (σj), expressed in 
volts (Dauphas et al., 2014), is calculated as: 

σj =

̅̅̅̅̅̅̅̅̅̅̅̅̅
4kTΔt

e2R

√

(10)  

RSDj =
σj

n
=

̅̅̅̅̅̅̅̅̅̅̅
4kTR
U2Δt

√

(11)  

where k is the Boltzmann constant (1.380649× 10− 23 J/K), T is the 
ambient temperature of the detector (in kelvin; typically 319.15 K), Δt is 
the integration time of the measurement (in seconds), e is the elemen
tary charge (1.602× 10− 19 C), R is the resistance of the amplifier (in Ω), 
and U is the measured beam voltage. The R for Faraday cups in typical 
mass spectrometers is 1011Ω, but higher resistance amplifiers (up to 
1013Ω) are also available. Such high-impedance amplifiers serve to 
improve precision for isotopes with lower abundances, as the voltage 
measured scales proportionally with R while the uncertainty from the 
Johnson noise scales with the 

̅̅̅̅
R

√
. 

3.3. Practical considerations 

Beyond accuracy and precision, other variables must be taken into 
account when designing a DS measurement. These are practical con
siderations that often depend on the intended application, the type of 
material being analyzed, and the instrument being used. 

Spike robustness. A spike is considered robust when over- or under- 
spiking of the sample does not result in significant changes in the 
resulting uncertainty of the measurement. To demonstrate, consider a 
56Fe-58Fe spike, which the most current version of the DS toolbox 
cocktail list (v1.03) lists as having the lowest uncertainty (σα = 0.0033). 
It is followed by the 57Fe-58Fe spike combination, which has a slightly 
higher uncertainty of σα = 0.0036. However, Fig. 3 shows that the 
56Fe-58Fe spike is less robust in that σα quickly increases with small 
deviations from the ideal spiking proportion (p). This is in contrast with 
the 57Fe-58Fe DS, which has a σα that is mostly unchanged for a wide 
range of spiking proportions (≈0.25–0.65). This accommodates possible 
inaccuracies in spiking proportion, which is potentially useful in sample- 
limited scenarios where taking an aliquot for precise concentration 
measurements prior to spiking may not be an option. Indeed, a 57Fe-58Fe 
spike has seen use from groups that study iron in both marine (Conway 
et al., 2013) and magmatic (Knipping et al., 2015; Millet et al., 2012) 
samples. 

DS inversion isotopes. When selecting the isotopes for DS inver
sion, it is important to consider the isobaric interferences for any of the 
four isotopes used, not just the spiked isotopes. Correcting for these 
interferences introduces additional uncertainties to certain isotope ra
tios and would thus propagate into the final uncertainty on α. Most 
chromatography methods are specifically designed to remove isobaric 
interferences, and this problem could thus be eliminated by careful 
chemical separation. However, such techniques would not eliminate 
interfering gaseous species introduced by the ionizing gas in plasma- 
source mass spectrometers (i.e., Ar and associated noble gas impurities 
in an MC-ICPMS; Abraham et al., 2004) or polyatomic interferences 
formed in the instrument (i.e., nitrides, oxides and argides). One must 
thus consider whether the additional uncertainty from the correction is 
significant enough to switch to a different isotope combination for the 
inversion entirely. 

Spike purity. Fig. 4 shows how the purity of the spikes used for 
making a DS also plays a key role in the overall precision of a spiked 

Fig. 3. Comparison of the uncertainty in the natural fractionation factor (σα) 
for a 56Fe-58Fe DS (blue) vs. a 57Fe-58Fe DS (orange) as a function of the molar 
proportion of spike in the spike-sample mixture, p. The wider latitude in p 
offered by the 57Fe-58Fe spike makes it more robust for practical use. 

Fig. 4. Comparison of the uncertainty in the natural fractionation factor (σα) 
for 47Ti-49Ti DS with varying levels of spike purity (70 to 90 %) as a function of 
the molar proportion of spike in the spike-sample mixture, p. Purity is defined 
as the total mol % of spike isotopes in the DS – i.e., a spike with 90 % purity 
corresponds to 45 % 47Ti, 45 % 49Ti, and 3.33 % each for the remaining 
three isotopes. 
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measurement. For these hypothetical spikes, the purity is defined as the 
total fraction of the element to be analyzed (e.g., Ti) comprised by the 
spiked isotopes (here 47Ti and 49Ti). We see that the spike with the 
highest purity (90 % - eq. to 45% 47Ti and 45 % 49Ti) results in a lower 
uncertainty at the optimal spiking ratio, as well as a wider latitude of 

acceptable spiking ratios. In practice, spikes made of lower abundance 
isotopes are often less pure (e.g., the ORNL 130Ba spike used in Fig. 1 has 
39.52 % 138Ba) and come at a higher cost. 

Voltage per integration. A key variable when designing isotope 
measurements is the total voltage measured per cycle. Fig. 5a shows the 
uncertainty in α for Ti isotopes changes as a function of the voltage 
measured in one cycle, which is related to the amount of sample being 
measured (for a similar treatment on unspiked measurements, see John 
and Adkins, 2010). In this example, the total sample introduced per 
integration spans five orders of magnitude (100 fg to 10 ng per cycle, all 
with 0.08 % transmission efficiency). This translates to a range of ∼1 mV 
to 100 V per cycle on the most abundant isotope, 48Ti. Measuring at ∼2 
V per cycle or greater on 48Ti (equivalent to sample contribution of 
∼860 mV/cycle on this isotope) results in uncertainties that are pro
portional to the square root of sample amount detected (i.e., slope of 
− 0.5 in log–log space): a scenario described as “counting statistics- 
limited” (Eq. (8)). This relationship between uncertainties and beam 
intensity breaks down at lower voltages where the Johnson noise has a 
larger relative contribution to the total uncertainty. As shown in Eq. 
(11), the RSD for a Johnson noise-limited measurement would be 
inversely proportional to the sample amount/voltage (and thus, n) 
instead of 

̅̅̅
n

√
, hence the steeper slope of − 1 observed in this section of 

the plot. 
Number of cycles. For a fixed sample amount, the number of cycles 

of analysis, N, is directly related to total voltage per integration. Fig. 5b 
shows that for a fixed amount of sample (1 ng Ti), the total uncertainty 
on α increases with the number of cycles. This is in agreement with 
Fig. 5a, as increasing the number of cycles would essentially result in a 
lower voltage per cycle, which in turn increases the relative contribution 
of the Johnson noise to the uncertainty on each cycle. To illustrate, 
consider that for multiple measurements limited by counting statistics, 
the internal uncertainty is described by the following equation: 

σinternal =
σn
̅̅̅̅
N

√ =

̅̅̅̅
n
N

√

(12)  

n =
UΔt
e⋅R

(13)  

Here, increasing the number of cycles, N, would not change σinternal as the 
larger denominator would simply be counteracted by a similar increase 
in σn due to the lower number of atoms n detected per cycle. This 
interchangeability breaks down when a large fraction of the uncertainty 
comes from the Johnson-Nyquist noise (i.e., minimal sample availabil
ity; Fig. 5b). It is thus preferable to be in the counting statistics-limited 
regime to minimize the final σinternal. 

Amplifier Saturation. In theory, measuring at the highest intensity 
possible is ideal to achieve the highest precision (see above). In practice 

Fig. 5. (A) Log of the uncertainty in the natural fractionation factor (σα) as a 
function of the voltage on 48Ti per integration. The contributions from Johnson 
noise and counting statistics are in red and blue, respectively, and the combined 
error is denoted in grey. The equivalent sample amount detected per cycle is 
shown in the top axis. The vertical grey area denotes where 48Ti reaches the 
saturation voltage (∼50 V) for a 1011-Ω amplifier. (B) σα as a function of the 
number of cycles for a fixed sample amount (1 ng). Equivalent uncertainties in 
δ48/47Ti are shown in a secondary axis. 

Fig. 6. Shifts in the calculated α during the DS inversion due to the presence of mass-independent isotope effects. In all cases, the hypothetical samples have a true 
fractionation factor αtrue = 0.05. If the respective anomalies are not accounted for, the DS inversion yields an apparent composition (αapp, black dashed line) that 
deviates from the true sample composition. 
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however, the saturation voltage of the amplifier being used (∼45–50 V 
on a 1011Ω amplifier or 0.45–0.50 nA) serves as a practical upper limit 
for the measurement intensity. Accounting for fluctuations in the 
sensitivity of the instrument, as well as the non-linear response of the 
amplifier close to the saturation voltage, it is often best to plan for a 
measurement intensity ∼10–20% below the saturation voltage. 

Element-specific considerations. It must be noted that each 
element presents its own set of specific complications when it comes to 
designing a measurement protocol. For example, instrumental mass- 
independent isotope effects have been reported for Pb, Cd, Zn, Cr, and 
Fe when using the silica gel technique on a TIMS (Manhes and Göpel, 
2003; Manhes and Göpel, 2007; Schmitt et al., 2009; Bourdon and 
Fitoussi, 2020). These effects were specifically observed in odd isotopes, 
thereby limiting the user’s choices for spiked and inversion isotopes. The 
workflow and tools presented here should therefore be seen as a guide 
on top of which additional complications specific to each element/ 
measurement setup must be considered. 

4. DS systematics for samples with mass-independent isotope 
effects 

4.1. Offsets in α due to isotope anomalies 

A key assumption during DS data reduction is that the sample and 
standard compositions are related via a mass-dependent fractionation 
law (Eq. (5)). Deviation from this assumption results in offsets in the 
calculated fractionation factors (α, β; Fig. 6), and can be due to (i) the 
sample having been subjected to fractionation that is not accurately 
described by the exponential law, and (ii) the presence of isotope 
anomalies in the sample. The assumption of an exponential mass- 
fractionation can be easily relaxed by substituting any other law (e.g., 
generalized power law, Maréchal et al., 1999). For data obtained on MC- 
ICP-MS instruments, however, erroneous assumptions about the nature 
of the mass-fractionation law do not affect the results significantly 
because samples are bracketed by double-spiked standards, which effi
ciently eliminates the systematic bias introduced by the choice of the 
instrumental mass-fractionation (Tissot and Dauphas, 2015; Klaver and 
Coath, 2019;). 

In contrast, significant systematic offsets in α can arise in the pres
ence of mass-independent isotope effects, which are shifts in the isotopic 
composition that do not scale with the relative mass difference of the 
isotopes involved. This is particularly important in the study of Early 
Solar System materials, which exhibit mass-independent isotope effects 
of nucleosynthetic origin, arising from the heterogeneous distribution of 
presolar components in the early solar nebula (Dauphas and Schauble, 
2016). 

It was recognized early on, and pointed out in multiple studies, that 
nucleosynthetic anomalies should be accounted for to obtain accurate 
DS data (e.g. Eugster et al., 1969; Lee et al., 1978; Niederer et al., 1985; 
Steele et al., 2012; Burkhardt et al., 2014; Greber et al., 2017; Davis 
et al., 2018; Charlier et al., 2021). To do so, two independent isotope 
measurements must be performed on the sample of interest: one 
unspiked and one spiked (see Fig. 2). Eliminating the effect of isotope 
anomalies on the calculated α can then be done in two ways: (1) using 
the internally-normalized unspiked measurement of the sample 
composition in place of the standard composition for the DS inversion, 
or (2) performing the DS calculations with the usual standard compo
sition, and correcting for the offsets after the DS inversion. The former is 
implemented within the error model used in the cosmo software suite, 
the details of which are explained in Section 4.2 and Appendix B. For the 
latter, a proper formalism was recently introduced by Hu and Dauphas 
(2017). With this approach, the fractionation factor offset, denoted as 
dα, is expressed as a linear combination of the anomalies in the isotopes 
used for the inversion as: 

dα = −
1

104D
(
Fb/aεb/a + Fc/aεc/a + Fd/aεd/a

)
(14)  

where εi/a are the isotope anomalies expressed as parts-per-ten-thousand 
deviations of an internally-normalized isotope ratio relative to the 
standard terrestrial composition: 

εb/a =

(
Rb/a

smp

Rb/a
ref

*

− 1

)

⋅104 (15)  

and D is the determinant of a matrix that consists of the relevant mass 
ratios, the spike and reference compositions, and the element-wise 
product of these two parameter matrices. The Fi/a coefficients are the 
cofactors from a similar matrix, but with the addition of the anomalies 
and spike proportion f (see Eq. (14) of Hu and Dauphas, 2017 for the full 
formula). 

Eq. (14) shows that the offset in the fractionation factor scales with 
the magnitude of the isotope anomalies in the isotopes used for the 
inversion. Similarly, Hu and Dauphas (2017) derived a formulation for 
the additional uncertainty from the correction, σdα (note that the term D 
was inadvertently omitted in the denominator of Eq. (34) from Hu and 
Dauphas, 2017): 

σdα = −
1

104D

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

Fb/aσεb/a

)2
+
(

Fc/aσεc/a

)2
+
(

Fd/aσεd/a

)2
√

(16) 

Note that the two approaches yield similar estimates of the final 
uncertainty, σα. This is demonstrated under Section 2 of the jupyter 
notebook tests.ipynb under the documents folder of the repository. 

4.2. Additional uncertainties for isotopically-anomalous samples 

To eliminate the impact of instrumental fractionation and the fluc
tuations thereof on the unspiked measurement, it is customary to use 
internal normalization, wherein an isotope ratio is adjusted using the 
exponential law: 

Rb/a
smp

*
= Rb/a

smp

/(
mb

ma

)ζ

(17) 

The fractionation factor for the normalization, ζ, subsumes natural 
fractionation as well, as it cannot be distinguished from instrumental 
fractionation in the absence of a spike. So long as the natural and 
instrumental fractionation laws are accurately described by the expo

nential law, the deviation of the internally normalized ratio (Rb/a
smp

*) 
relative to the standard composition will only be reflective of mass- 
independent processes (e.g., mixing of isotopically-anomalous mate
rials, radiogenic ingrowth). 

The value for ζ is derived by arbitrarily fixing an isotope ratio Re/a
smp to 

a previously measured ratio of a reference/standard material, Re/a
ref : 

ζ = ln

(
Re/a

smp

Re/a
ref

)
/

μe/a (18)  

where μe/a = ln(me/ma). Internal normalization is an important part of 
processing unspiked measurement data, as it (1) minimizes the added 
uncertainty from fluctuations in instrumental fractionation, and (2) 
anchors the data to the reference standard, thereby increasing inter- 
comparability of measurements. However, it does introduce additional 
uncertainties since ζ is calculated from the measured beams for the 
normalizing isotopes e and a, which have their own counting statistics 
and Johnson noise uncertainties. 

The additional uncertainties from internal normalization can be 
propagated into the final uncertainty on α by first considering a com

bined equation for Rb/a
smp

*: 
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Rb/a
smp

*
= Rb/a

smp⋅

(
Re/a

smp

Re/a
ref

)−
μb/a
μe/a

(19)  

which can be re-written as, 

Rb/a
smp

*
=

Ib

Ia
⋅

(
Ie/Ia

Re/a
ref

)−
μb/a
μe/a

(20)  

where Ii represent individual beam intensities. From here, a set of partial 
derivatives, ∂R/∂I, can be calculated and used for propagating the un

certainty of measured voltages to the covariance matrix of the ratios, VR. 
In Rudge et al. (2009) (see their Appendix C, Eq. (37)) this is written as: 

VR =
∂R
∂I

⋅VI ⋅
∂R
∂I

T

(21)  

where VI is the covariance matrix for beam intensities. The detailed 
derivations and corresponding changes to VR calculated within cosmo 
are given in Appendix B. 

Due to its dependence on counting statistics, the additional uncer
tainty from internal normalization can generally be minimized by using 
more abundant isotopes for the internal normalization. Similarly, the 
respective masses of the internal normalization isotopes can also have a 
significant influence on this added uncertainty. This is readily illustrated 
by the formulation for the uncertainty on ε from Dauphas et al. (2014): 

σε2
b/a

= 108

[

Xb +
μb/a

μe/a

2
Xe +

μb/e

μe/a

2
Xa

]

(22)  

where Xi are relative variances for individual isotopes. Here, a larger μe/a 

(i.e., larger mass difference between normalizing isotopes) in the de
nominator of the coefficients would result in lower σε2

b/a
. This explains, 

for instance, the marginal improvements in precision observed by Saji 
et al. (2016) when normalizing Nd isotope data to 148Nd/144Nd instead 
of 146Nd/144Nd. 

Although the choice of isotopes for the internal normalization is 
often a matter of convention and/or convenience for interpretation (i.e., 
normalization to a 98Mo/96Mo for reporting εiMo since both are s-pro
cess isotopes; Dauphas et al., 2002; Dauphas et al., 2002; Budde et al., 
2016), these normalization schemes need not be maintained when cor
recting for offsets in α. The only stringent rule in the selection of the 
internal normalization ratio is that the same reference/denominator 
isotope be maintained for both the DS inversion and the internal 
normalization. As for the numerator of the internal normalization ratio, 
the user is free to choose any isotope, even those that are not part of the 
DS inversion. We therefore recommend reporting isotope anomalies 
from the unspiked measurement using the most relevant internal 
normalization ratio, while performing the double-spike data reduction 
using a normalization scheme that minimizes the additional uncertainty 
from the isotope anomaly correction. 

5. The COSMO software package 

5.1. Error model 

In the original DS toolbox (v1.01), a ‘fixed-voltage’ error model was 
implemented, where the voltage of the spike-sample mixture was held 
constant. As pointed out by John (2012), there is no reason for a user to 
fix the total amount of spike and sample in a mixture, as variations in 
spiking ratios would then result to changes in the amount of sample 
analyzed. The total uncertainty as evaluated with this model is thus the 
compounded result of shifts in spiking proportion and changes in the 
counting statistics error of the sample, which is not a scenario that would 
be encountered in practice. The cosmo software package therefore uses 
the ‘fixed-sample’ error model, which was introduced in a recent update 
to the DS Toolbox (v1.02, 18 Nov. 2021). In this model, the voltage from 

Fig. 7. Comparison of the uncertainty in the natural fractionation factor (σα) 
for a 84Sr-87Sr spike as estimated by the ‘fixed-voltage’(blue) and ‘fixed-sam
ple’(orange) error models. These error models predict significantly different 
values for the optimal p, as well as latitude for spiking. 

Fig. 8. Uncertainty in the natural fractionation factor (σα) as a function of the 
splitting proportion, S: i.e., the sample fraction going to the DS measurement 
(the remainder being allocated to the unspiked analysis). The blue curve de
notes the total uncertainty, σα, which is a combination of the DS measurement 
uncertainty (σm, orange) and uncertainty from the unspiked measurement 
(σn, yellow). 

Table 1 
Optimal Ba DS combinations for a sample total of 75 V according to the DS toolbox using the ‘fixed-sample’ error model. Shown are the three best combinations with the 
lowest uncertainty, as well as the best 135Ba- 137Ba and 135Ba- 136Ba spikes.  

Spike Isotopes Inversion Isotopes T1 T2 p σα δ/amu 
130Ba 136Ba 135Ba 138Ba 0.7379 0.2621 0.2713 0.001088 0.0081 
130Ba 137Ba 135Ba 138Ba 0.4954 0.5046 0.3027 0.001140 0.0084 
130Ba 135Ba 134Ba 138Ba 0.8268 0.1732 0.2757 0.001147 0.0085 
135Ba 137Ba 134Ba 138Ba 0.6487 0.3513 0.6862 0.001520 0.0113 
135Ba 136Ba 137Ba 138Ba 0.9283 0.0717 0.7787 0.002163 0.0161  
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the sample is fixed, resulting in a measured spike-sample intensity that 
scales with the spiking proportion, p. 

As an example, Fig. 7 shows how σα varies with p for a measurement 
using a 84Sr-87Sr spike (58.26% 84Sr, 41.74 % 87Sr) for the two error 
models. With a ‘fixed-voltage’ error model, the lowest uncertainty is 
achieved with a spike proportion of ∼0.28. Under a ‘fixed-sample’ error 
model however, it is revealed that improved precision can be achieved 
by increasing the spike proportion to ∼0.46. In addition, this specific 
example shows that the choice of error model can affect the apparent 
robustness of the spike as well. 

5.2. Additional parameters relevant to sample-limited analyses 

The calculations and optimizations performed by the cosmo software 
suite assume a “sample-limited” scenario - i.e., the user has a finite 
amount of sample that is split between an unspiked and spiked mea
surement, wherein the uncertainty for the former is propagated onto the 
latter. This typically applies to small samples with mass-independent 
isotope effects (e.g., radiogenic excess, nucleosynthetic anomalies) 
where the unspiked measurement is necessary to correct for systematic 
offsets in α (see Section 4.1). For such measurements, it is important to 
consider the following additional parameters, which are set with the 
shake.m function: 

Sample amount – the total sample amount available to the user, in 
nanograms (ng). This value is then converted internally to a total voltage 
measured, which is dependent on other measurement parameters (e.g., 
integration time, amplifier resistance, number of cycles). The voltage 
per integration is calculated later as a function of the sample splitting. 

Transmission efficiency – the fraction of the sample that reaches 
the detector and constitutes the actual measurement. The assessment of 
the transmission efficiency is left to the user, as it is dependent on the 
element being analyzed as well as the instrument being used. Note that a 
user can also account for the additional time allocated to measuring 
background signals associated with different modes of measurement (i. 
e., static vs. multi-dynamic) with this parameter. The transmission ef
ficiency can be set individually for the standard/unspiked and spiked 
measurement. 

Cycles – the total number of cycles for the whole measurement. 
Similar to the transmission efficiency, this can also be set separately for 
the spiked and unspiked measurement. As shown in Fig. 5b, the number 
of cycles can have a significant effect on the resulting total uncertainty, 
especially for sample-limited scenarios where the Johnson noise be
comes a more prominent source of uncertainty at lower voltages 
(Fig. 5a). 

Splitting – the fraction of the sample that is allocated to the DS Fig. 9. (top) Uncertainty in the natural fractionation factor (σα) as a function of 
the sample spiking proportion (p) for the three best DS according to the DS 
Toolbox (assumes 75 V measured, with ‘fixed-sample’ error model; blue: 
130Ba-136Ba, orange: 130Ba-137Ba, yellow: 130Ba-135Ba). The optimal 135Ba-137Ba 
(purple) and 135Ba-136Ba (green) spikes, similar to the combinations used by 
Hsieh and Henderson (2017) and Horner et al. (2015), respectively, are also 
shown. (bottom) Error curves for optimal spikes recommended by cosmo (1 ng 
Ba, 60 cycles each for spiked and unspiked measurements). The color assign
ments for the different spike combinations are the same for both plots. Note that 
the recommended proportion of spikes (φ; see Tables 1 and 2) and response to 
changes in p can vary significantly for the two implementations. 

Table 2 
Optimal Ba DS combinations for a 1 ng sample according to cosmo. Shown are the same spike combinations as in Table 1, albeit with changes in the inversion isotopes as 
well as mixing proportion of spike isotopes. The optimal splitting of the sample, S, is also shown here.  

Spike Isotopes Inversion Isotopes T1 T2 p S σα δ/amu 
130Ba 137Ba 135Ba 138Ba 0.4856 0.5144 0.6234 0.73 0.001848 0.0137 
130Ba 136Ba 135Ba 138Ba 0.6419 0.3581 0.5728 0.72 0.001861 0.0138 
130Ba 135Ba 136Ba 138Ba 0.9656 0.0344 0.5133 0.74 0.001986 0.0148 
135Ba 137Ba 134Ba 138Ba 0.6085 0.3915 0.8101 0.80 0.002340 0.0174 
135Ba 136Ba 137Ba 138Ba 0.5601 0.4399 0.8901 0.83 0.002628 0.0195  

Fig. 10. Uncertainty in the natural fractionation factor (σα) as a function of S, 
the proportion of sample used for the DS measurement – for the optimal 
130Ba-137Ba recommended by the DS toolbox (light blue) and cosmo (blue). The 
resulting uncertainties on ε130Ba and ε135Ba from the unspiked measurement 
(normalized to 136Ba/134Ba), plotted against S, are also shown (broken lines). 
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measurement (S, see Fig. 2), with the remaining material used for the 
unspiked measurement. Unlike the other additional parameters, the 
splitting is a free parameter for the optimization in the cosmo.m sub
routine as both the spiked and unspiked measurement uncertainties 
contribute to σα, and these contributed uncertainties are in turn 
dependent on the respective sample amounts allocated. Fig. 8 shows 
how the uncertainty in α from the DS inversion (σm, orange) and the 
additional uncertainty from the unspiked measurement (σn, yellow) 
changes as a function of S. We see that the uncertainty in α from the DS 
measurement naturally decreases with higher S; i.e., when more of the 
sample mass is used for the DS measurement. Consequently, a higher S 
also leads to a larger counting statistics error in the unspiked measure
ment. The optimal value for S is one that minimizes the combined un
certainty from the DS measurement and the added error from the 
correction from the unspiked measurement, which in the case shown in 
Fig. 8 is ∼0.58. 

Internal normalization isotopes – the choice of two isotopes used 
for internally-normalizing the unspiked measurement (see Section 4.2). 
This is also considered as a free parameter for the cosmo.m 
optimization. 

5.3. New functionalities in cosmo 

The cosmo software package offers the following new functionalities: 
shake.m – introduces the additional user-defined parameters 

necessary for evaluating uncertainties for a sample-limited measure
ment (e.g., sample amount, transmission efficiency, number of cycles; 
see Section 5.2). This function mainly adds to the pre-built errormodel 
sub-structure for a specified element in ISODATA, and must be ran prior 
to using any of the subroutines described below. 

calcratiocovIN.m – calculates the covariance matrix for a set of 
isotope ratios, while accounting for the additional uncertainty from in
ternal normalization. This is used in lieu of the original calcratio
cov.m for calculating the covariance matrix of the standard/unspiked 
isotope ratios. 

errorwsplit.m – a version of the original errorestimate.m 
function from the DS Toolbox that considers (1) the splitting of the 
sample between spiked and unspiked measurement, and (2) internal 
normalization isotopes as input parameters. 

errorcurve3.m, errorcurve4.m, errorsurface.m – sub
routines for visualizing uncertainty on α as a function of the newly- 
introduced splitting parameter. In errorcurve3.m, the uncertainty 
on α is plotted against the splitting by default. The user can also opt to 
plot the uncertainty in the unspiked measurements of specific isotopes in 
terms of the error in ε units. When displaying the σε, the user can also opt 
for a different internal normalization ratio than the one used for cor
recting α (see Section 6.3). The errorcurve4.m subroutine performs a 
similar function, but instead plots uncertainties in α vs. the spike pro
portion, p. In errorsurface.m, an error surface is plotted, which ex
plores the uncertainty in α as a function of both the spiking proportion 
and the sample splitting. 

cosmo.m – our version of the original cocktail.m function that 
allows the user to get a list of optimal spike combinations. With this 
function however, the optimization is implemented with our error 
model of a fixed sample amount that is split between spiked and 
unspiked measurements (see Fig. 2), and with the uncertainties of the 
latter (after internal-normalization) propagated to the final σα. 

6. Case example: Ba isotopes in CAI leachates 

Here, we use the recent findings of Charlier et al. (2021) as an op
portunity to demonstrate the relevance and usefulness of the cosmo 
software package when working on sample-limited questions. In their 
coordinated study of mass-dependent and independent isotope effects in 
leachates of fine-grained CAIs, Charlier et al. (2021) found that the final 
leaching steps were characterized by large mass-dependent isotope 

effects (range of ∼3 ‰ on 88Sr/86Sr), extremely high anomalies (ε84Sr 
up to ∼800), and Sr amounts as low as ∼370 pg. Given the generally 
similar nucleosynthetic origin of Ba and Sr (Liu et al., 2015; Stephan 
et al., 2018), it would make sense to measure both the isotope anomalies 
and mass-dependent isotope effects in Ba to assign an unambiguous 
stellar source to the carrier of such anomalies, and gain insight into how 
they were processed in the nebula prior to incorporation into the fine- 
grained CAIs. The amount of Ba in CAIs is, however, much smaller 
than Sr, with some of the leachates containing only 77 pg of Ba. A robust 
assessment of the nature of the DS and splitting proportions is needed to 
ensure high precision on both the mass-dependent and independent 
measurements. Below we go through this example in detail. 

6.1. Requirements and measurement parameters 

In this example, the aim is to (i) measure mass-dependent isotope 
effects with sufficient precision while (ii) getting a small enough un
certainty on the unspiked measurement to resolve nucleosynthetic 
isotope anomalies. An additional requirement is imposed in that (iii) the 
optimal DS chosen must also yield good precision when measuring 
terrestrial samples. Indeed, given the amount of time and effort neces
sary to calibrate a DS, the user may not want to make different spikes for 
specific applications. 

For these calculations, we consider a sample with 1 ng of Ba. This 
value was chosen because (i) it is within an order of magnitude of the 
amount needed to achieve uncertainties as low as 0.02 to 0.03 ‰ ac
cording to Horner et al. (2015), and (ii) it is within the range of Ba 
recovered in the refractory leachates of fine-grained CAIs (i.e., 77 pg to 
9.4 ng; Charlier et al., 2021). 

It is also assumed that all DS measurements are done on an MC- 
ICPMS, leveraging the technique’s high transmission efficiency for Ba 
(∼1 %, Bates et al., 2017). More importantly, the MC-ICPMS allows the 
user to combine sample-standard bracketing with the DS corrections, 
which cancels out most systematic biases that the DS alone wouldn’t 
correct for (e.g., from the choice of cones, or cup configuration) thus 
ensuring both high precision and accuracy when measuring mass- 
dependent isotope effects (Tissot and Dauphas, 2015). 

On the other hand, all unspiked isotope anomaly measurements are 
assumed to be done on a TIMS with a transmission efficiency of 0.5 %. 
The TIMS is still considered optimal for the unspiked measurements as it 
eliminates complications associated with Xe interferences on 134Ba and 
136Ba, which are used for internal normalization when reporting Ba 
isotope anomalies (Carlson et al., 2007). In addition, we also consider 
that both the spiked and unspiked measurements are done with a total 
60 cycles of 4.194 s each. 

6.2. Optimal DS for terrestrial samples 

A subset of the results from the optimization using the original 
cocktail.m subroutine under the ‘fixed-sample’ error model with 75 V 
of sample measured (equivalent to 0.5 ng with 1 % transmission effi
ciency; similar to the amount allocated to DS later in Section 6.3) are 
shown in Table 1. The best 135Ba-137Ba and 135Ba-136Ba spike combi
nations were also included for comparison, as these are the spikes used 
by Hsieh and Henderson (2017) and Bates et al. (2017), respectively. 
The three best spike combinations identified by the DS toolbox have 
nearly identical uncertainties, corresponding to an uncertainty of ∼0.03 
‰ on 138Ba/134Ba, similar to the errors reported by Horner et al. (2015). 
In contrast, the two spikes from the literature have relatively higher 
uncertainties (σ of 0.04 to 0.06 ‰), and also require higher spiking 
proportions. In Fig. 9, we see that the 135Ba-136Ba DS appears to be the 
most sensitive to inaccurate spiking, making it non-ideal for applications 
with limited sample availability (see Section 3.3). We therefore rule out 
the 135Ba-136Ba DS, as it fails our third criteria for an optimal spike. The 
other two best candidates, the 130Ba-136Ba and 130Ba-137Ba DS, both 
appear to be highly robust, while also achieving the lowest uncertainty. 
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6.3. Optimal DS for extraterrestrial samples 

To account for the presence of nucleosynthetic anomalies in the 
sample, the optimization was re-performed with cosmo.m using addi
tional input parameters described in Section 6.1 that were set using 
shake.m. The results of the optimization are shown in Table 2, which 
now includes the optimal splitting of the sample between the spiked and 
unspiked measurements (S), as well as the recommended internal 
normalization isotopes. We see that the 130Ba-137Ba combination is now 
considered to be the optimal spike. This optimal 130Ba-137Ba achieves 
the best precision at a higher spike proportion (~62 %) compared to 
what is prescribed by the original DS Toolbox (~30 %). Note that the 
latitude for all of the DS combinations have changed with the error 
model implemented within cosmo (Fig. 9), most notably on the 
130Ba-135Ba combination. These results demonstrate how some spike 
combinations/compositions perform differently for varying measure
ment scenarios. 

The predicted uncertainty on the DS measurement (1SEα) using the 
cosmo package is larger than that predicted by the DS toolbox. This is of 
course due to the fact that calculations in cosmo accounts for (i) the 
measurement being split into multiple cycles, resulting in larger con
tributions on the error from the Johnson noise (see Fig. 5b), and (ii) the 
additional uncertainty introduced by the correction of offsets in α due to 
the presence of nucleosynthetic anomalies. 

For most of the DS combinations, the optimal splitting is also very 
similar (S = 0.70–0.75). This result, however, only considers the final σα. 
Since we are also interested in minimizing the uncertainties on the re
ported isotope anomalies, we must consider how much the σα increases 
when more of the sample is allocated to the unspiked measurement. We 
thus use errocurve3.m to evaluate how σα (Fig. 10; blue) and the 
uncertainty in ε (Fig. 10; orange) co-vary as a function of S. In this 
example, we see that the 2SE in ε130Ba and ε135Ba are ∼128 and ∼4, 
respectively, for the optimal splitting proportion S = 0.73. Assuming 
that the anomalies in ε130Ba are similar to that of ε84Sr for a similar sized 
sample (∼15–50 ε units), this precision is not sufficient as it will not 
resolve any p-process anomaly in our sample (Dauphas and Schauble, 
2016; Brennecka et al., 2013). Resolving anomalies on the upper end of 
the 130Ba range (∼50 ε-unit), can be achieved with a significantly lower 
S of 0.22 (predicted 2 SE of ∼45 ε-units). The 130Ba-137Ba spike shown in 
Fig. 10 shows an increased σα with the lower S that comes out to a 2 SE of 
∼0.23 ‰. This is still an acceptable level of precision for the intended 
application, since we expect the mass-dependent effects in refractory 
inclusions (and, a fortiori, leachates from them) to be quite pronounced 
(several permil) based on bulk CAI data (Moynier et al., 2015). 

6.4. Specific considerations 

A key problem for Ba isotope measurements with an MC-IPCMS is the 
presence of Xe impurities in the Ar gas used for sample ionization (i.e., 
plasma) and the sweep gas for the desolvating nebulizer. Using an X- 
skimmer cone and a regular sampler cone on the Neptune Plus at the 
Isotoparium (Caltech), we obtained a background voltage of ∼1.4 mV 
for 130Xe (∼34 mV total Xe). Given that Xe interferences on Ba are on 
masses 130, 132, 134, and 136, it would make sense to use a TIMS for 
the unspiked measurements of isotope anomalies because (i) 134Ba and 
136Ba are the normalizing isotopes for reporting Ba nucleosynthetic 
anomalies, and (ii) 130Ba and 132Ba are key isotopes for distinguishing 
between the p-process and r-process nucleosynthetic contributions. 

Given that 4 of the 7 isotopes of Ba have Xe interferences, we would 
still need to choose at least one of these isotopes for a DS measurement. 
In the three optimal spike combinations (Table 2), 130Ba is included as 
one of the spiked isotopes, so it seems that this is a natural choice for an 
isotope to spike despite having Xe interferences. An interesting dilemma 
that arises is whether one should choose 136Ba or 137Ba as the second 
spiked isotope. Bates et al. (2017) favored spiking 136Ba to minimize the 

effect of the interference by increasing the signal to interference ratio. 
The counterargument, however, is that the Xe interference signal, given 
the nature of its source (impurities in the Ar gas), may not be stable/ 
constant within a run (or even between cycles for a particular sample). 
Not knowing how such instabilities will affect the accuracy of the values 
from the DS inversion, the more robust choice seems to be a 130Ba-137Ba 
spike with a 130Ba-135Ba-137Ba-138Ba combination for the DS inversion. 

An additional practical consideration for this scenario is that 136Ba is 
one of the normalizing isotopes for reporting Ba isotope anomalies, so a 
user might want to avoid having a 136Ba spike in the lab as small con
taminations would propagate as inaccuracies in the reported anomalies 
of all other Ba isotopes. Of course, with adequate precautions (i.e., fully 
separated spaces, reagents, turrets, filaments, etc…, for spiked and 
unspiked measurements), such contamination problems can be avoided. 
However, given the virtually identical precision achievable with both 
spikes, we see no reason to favor a 130Ba-136Ba combination, and instead 
would recommend a 130Ba-137Ba DS that avoids all of these additional 
complications altogether. 

6.5. Finalizing the choice of a DS 

With all parameters and variables considered, we have determined 
that a 130Ba-137Ba DS is the most robust combination offering the best 
compromise for analyzing both terrestrial and extraterrestrial samples. 
Yet, despite similar optimal proportions of the two spiked isotopes in the 
combinations from the DS toolbox (50 % 130Ba – 50 % 137Ba) and cosmo 
(49 % 130Ba – 51 % 137Ba), there is a substantial difference in the rec
ommended spiking proportion (p = 0.30 for DS Toolbox vs. p = 0.62 for 
cosmo) and a choice must be made. In the end, the uncertainty on α 
achieved by both schemes when applied to terrestrial samples (i.e., not 
sample-limited) are very similar. However, given the requirement that 
the spike is intended mostly for extraterrestrial samples, it would make 
more sense to go with the recommendation from cosmo.m because it (i) 
offers a better optimal precision on α for small samples, and (ii) has a 
better latitude on S (Fig. 10). 
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Appendix A. Symbols and terminology 

For this work, a conscious effort was made to match the symbols used in the original paper describing the DS toolbox (Rudge et al., 2009), but this 
was not always possible as the cosmo package draws from other works to describe different aspects of isotope measurements and relevant sources of 
error. To avoid confusion, Table A.1 is provided here as a summary of the symbols/terms used in this paper, and their relationship to those used in past 
works. 

Table A.1 
Symbols and terminology throughout the main text. The equivalent symbols used in other works discussing the double spike technique are also shown here.   

Symbol Description Similar usage in Equivalent to 

Optimized 
parameters 

p Moles of the element of interest from the spike in the spike-sample mixture. Rudge et al. (2009) X/(X+1) (Dodson, 
1963) 

f Moles of the reference/denominator isotope from the spike in the spike-sample 
mixture 

Hu and Dauphas (2017) λ (Rudge et al., 2009) 
Pk/(Pk +1) (Dodson, 
1970) 

φ Moles of the element of interest from spike 1 in the spike mixture. – q (Rudge et al., 2009) 
S Splitting - fraction of the sample allocated to the spiked measurement. – –      

Fractionation factors 
and offsets 

α Natural fractionation factor (exponential law) Rudge et al. (2009) 
Hu and Dauphas (2017) 

Fnat (Siebert et al., 2001) 

dα Offset in α due to the presence of mass-independent effects Hu and Dauphas (2017) – 
β Instrumental fractionation factor (exponential law) Rudge et al. (2009) 

Hu and Dauphas (2017) 
Fins (Siebert et al., 2001) 

ζ Fractionation factor inferred from internal normalization (exponential law) Hu and Dauphas (2017) –      

Ratios N Isotope ratio of terrestrial standard Dodson (1970) 
Rudge et al. (2009) 

Rstd (Hu and Dauphas, 
2017; This work) 

n* Internally-normalized isotope ratio for sample with mass-independent isotope effect – R*
smp (Hu and Dauphas, 

2017; This work) 
n Fractionated isotope ratio of terrestrial sample Rudge et al. (2009) N′ (Dodson, 1970)  

Rsmp (Hu and Dauphas, 
2017; This work) 

M Isotope ratio of spike-sample mixture without instrumental fractionation Dodson (1970) 
Rudge et al. (2009) 

Rm (Hu and Dauphas, 
2017) 
Rtrue (This work) 

m Isotope ratio of spike-sample mixture with instrumental fractionation Rudge et al. (2009) M′ (Dodson, 1970) 
Rmeas (This work) 

T Isotope ratio in a single spike Dodson (1970) 
Rudge et al. (2009) 

Rsp (Hu and Dauphas, 
2017) 

μi/j Natural log of atomic mass ratio between isotopes i and j Dauphas et al. (2014) 
Hu and Dauphas (2017) 

P (Rudge et al., 2009)      

Reported values δ Parts-per-thousand deviation from standard ratio (pertains to mass-dependent 
isotope effects; related to α) 

Most isotope geochemistry 
literature 

– 

ε Parts-per-ten-thousand deviation from standard ratio pertains to mass-independent 
isotope effects; calculated from internally-normalized ratio from unspiked 
measurements) 

Most isotope 
cosmochemistry literature 

–      

Uncertainties σn Uncertainty from counting statistics – σcounting (Dauphas et al., 
2014) 

σj Uncertainty from Johnson noise – σjohnson (Dauphas et al., 
2014) 

σε Uncertainty in the mass-independent isotope anomaly Most isotope 
cosmochemistry literature 

– 

σα Uncertainty in the mass-dependent fractionation factor Most isotope geochemistry 
literature 

– 

σdα Additional uncertainty in the mass-dependent fractionation factor from correcting 
offsets due to mass-independent effects 

Hu and Dauphas (2017) –  
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Appendix B. Covariance matrix of internally-normalized unspiked measurements 

As detailed in Appendix B of Rudge et al. (2009), the uncertainties from the ‘standard’ (unspiked) and ‘measured’ (spiked) isotope measurements are 
propagated into the uncertainty on α (and other parameters such as f and β contained in vector x) via the following equation: 

Vx =
∂x
∂n

⋅Vn⋅
∂x
∂n

T

+
∂x
∂m

⋅Vm⋅
∂x
∂m

T

+
∂x
∂T

⋅VT ⋅
∂x
∂T

T

(23)  

where Vn,Vm, and VT are the covariance matrices for the standard (n), spike-sample mixture (m), and spike (tracer, T) isotope ratios, respectively. 
These covariance matrices are calculated using the calcratiocov.m subroutine under the private folder of the DS Toolbox. This function considers 
the error model for each measurement, which accounts for contributions from the Johnson noise and shot noise on each beam. Assuming each of the 
beams’ individual uncertainties thus calculated are independent of one another, the combined errors for each beam constitute the diagonal covariance 
matrix, VI (Eq. (36) in Rudge et al., 2009): 

VI =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

σ2
1 0 … 0

0 σ2
2 … 0

0 0 ⋱ 0
0 0 … σ2

n

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(24)  

The covariance matrix for the ratios, R is calculated as follows (Eq. (37) in Rudge et al., 2009): 

VR =
∂R
∂I

⋅VI ⋅
∂R
∂I

T

(25)  

Assuming Ri = Ii/Ik, with the isotope k being the normalizing/denominator isotope. The term ∂R/∂I can be explicitly written as (Eq. (38) in Rudge 
et al., 2009): 

∂R
∂I

=

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1/Ik 0 … 0 − I1
/

I2
k

0 1/Ik … 0 − I2
/

I2
k

⋮ ⋮ ⋱ ⋮ ⋮
0 0 … 1/Ik − Ii

/
I2

k

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(26)  

Briefly, ∂Ri/∂Ii is easily calculated to be 1/Ik for i ∕= k. On the other hand, ∂Ri/∂Ik is equal to − Ii/I2
k , and is moved as to be the last column within the 

code. 
However, the formulation of Ri = Ii/Ik is not representative of ratios from realistic unspiked measurements, as internal-normalization is typically 

applied to isotope ratios to counteract the large fractionations in mass spectrometers (up to 8 % with the MC-ICPMS, Abraham et al., 2015). In turn, the 
errors in the beams for the normalizing isotopes j and k (Ij and Ik, respectively) are propagated into each internally-normalized ratio. 

Here, we derive an expression for an internally-normalized ratio R*
i , which in turn will be used to analytically calculate the ∂Ri/∂Ii for the 

internally-normalized unspiked measurement. For each isotope ratio, R*
i can be expressed as: 

R*
i = Ri⋅e

−
μi/k
μi/k

ζ (27)  

which is equivalent to  

R*
i =

Ii

Ik
⋅e−

μi/k
μi/k

ζ (28)  

where μi/k = ln(mi/mk), and ζ is the internal normalization fractionation factor, following the exponential law. Substituting the expression for ζ from 
Eq. (18), we can then re-write R*

i : 

R*
i =

Ii

Ik
⋅e

ln

(
Ij/Ik

R*
j

)

⋅− μi/k

/

μj/k

(29)  

or 

R*
i =

Ii

Ik
⋅

(
Ij
/

Ik

R*
j

)− μi/k/μj/k

(30)  

Here, we re-write μi/k/μj/k as ρi. Partial derivatives with respect to Ii, Ij, and Ikcan then be calculated from this expression. Note here that the value for 
the internal normalization ratio (R*

j ) is constant: 
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∂R*
i

∂Ii
=

1
Ik

⋅

(
Ij
/

Ik

R*
j

)− ρi

(31)  

∂R*
i

∂Ij
=

− ρi⋅Ii

Ij⋅Ik
⋅

(
Ij
/

Ik

R*
j

)− ρi

(32)  

∂R*
i

∂Ik
= −

Ii

I2
k
⋅(1 − ρi)⋅

(
Ij
/

Ik

R*
j

)− ρi

(33)  

For a sample that has a small fractionation factor (α), we can make the approximation: 
(

Ij
/

Ik

R*
j

)− ρi

≈ 1 (34)  

such that: 

∂R*
i

∂Ii
≈

1
Ik

(35)  

∂R*
i

∂Ij
≈

− ρi⋅Ii

Ij⋅Ik
(36)  

∂R*
i

∂Ik
≈ −

Ii

I2
k
⋅(1 − ρi) (37)  

For the special case where i = j (i.e., the isotope ratio used for normalization), the ratio Rj is fixed to a constant value by construction (indeed 
substituting Ij into Ii simply results into Rj = R*

j ) and as such the partial derivative for this ratio with respect to all other intensities is just zero: 

∂R*
j

∂Ii
= 0 (38)  

The matrix ∂R*/∂I thus differs from ∂R/∂I in its last column, as well as the addition of a column for ∂R*
i

∂Ij (here shown as the second column) and a row of 

zeros for ∂R*
j

∂Ii (here shown as the second row): 

∂R*

∂I
=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1/Ik
− ρ1⋅I1

Ij⋅Ik
… 0 − I1

/
I2

k ⋅(1 − ρ1)

0 0 … 0 0

⋮ ⋮ ⋱ ⋮ ⋮

0
− ρi⋅Ii

Ij⋅Ik
… 1/Ik − Ii

/
I2

k ⋅(1 − ρi)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(39)  

This revised Jacobian matrix for the isotope ratios is calculated using the calcratiocovIN.m function included in cosmo, which is then used for 
calculating the covariance matrix of the standard/unspiked measurement. Note that the user must specify the internal normalization isotope ratios as 
an input parameter for the error estimation function (errorwsplit.m) in order to implement this subroutine (see Section 2 of demo.ipynb under 
the docs folder for more details). 
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